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ABSTRACT
Recently, much progress in natural language processing has been
driven by deep contextualized representations pretrained on large
corpora. Typically, the fine-tuning on these pretrained models for
a specific downstream task is based on single-view learning, which
is however inadequate as a sentence can be interpreted differently
from different perspectives. Therefore, in this work, we propose
a text-to-text multi-view learning framework by incorporating an
additional view—the text generation view—into a typical single-
view passage ranking model. Empirically, the proposed approach
is of help to the ranking performance compared to its single-view
counterpart. Component analysis is also reported in the paper.
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• Information systems → Information retrieval; Retrieval
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1 INTRODUCTION
Over the past few years, there has been increased interest in lever-
aging neural networks to facilitate text ranking in the information
retrieval (IR) community [7, 9, 14, 16, 27]. Borrowing the great
progress made by deep contextualized representations pretrained
on large corpora [4, 5, 10, 21, 22] and the availability of large-scale
human-annotated query-document pairs [2], text ranking models
have experienced a great leap in ranking effectiveness compared
to traditional IR baselines [12]. However, the great success of the
text ranking model heavily relied on the number and the quality
of training relevance pairs [28]. Therefore, the urge to develop
more data-efficient approaches is strong due to the expensiveness
of collecting high quality human-annotated relevant pairs.

Recently, the success of deep contextualized representations, e.g.,
BERT [5], is further advanced by the unified text-to-text pretrained

Permission to make digital or hard copies of all or part of this work for personal or
classroom use is granted without fee provided that copies are not made or distributed
for profit or commercial advantage and that copies bear this notice and the full citation
on the first page. Copyrights for components of this work owned by others than ACM
must be honored. Abstracting with credit is permitted. To copy otherwise, or republish,
to post on servers or to redistribute to lists, requires prior specific permission and/or a
fee. Request permissions from permissions@acm.org.
SIGIR ’21, July 11–15, 2021, Virtual Event, Canada.
© 2021 Association for Computing Machinery.
ACM ISBN 978-1-4503-8037-9/21/07. . . $15.00
https://doi.org/10.1145/3404835.3463048

Feed-forward networks
Self-attention layers

Masked multi-head attention layers
Embeddings layers

Feed-forward networks
Self-attention layers
Embeddings layers

Decoder

Encoder

Shared representations

Document: <p> Translate Document to Query:Query: <q> Document: <p> Relevant:

<q>true/false

Autoregressive
(teacher forcing)

Figure 1: Text-to-text multi-view learning for the shared
representations using the two objectives of passage ranking
(left half) and text generation (right half).

transformer frameworks [4, 10, 22]. By unifying natural language
processing tasks in one text-to-text interpretation, these text-to-text
pretrained models can be adopted for advancing existing IR appli-
cations in a straightforward manner such as passage and document
ranking [17], document expansion [18], and relevance data aug-
mentation [3]. However, while these pretrained text-to-text models
have further advanced ranking effectiveness from different angles,
there still exist several shortcomings. One of the challenges posed
by leveraging pretrained text-to-text models is the overfitting issue,
to alleviate which, the recent work [17] scales the number of param-
eters up to the formidable three billion. Normally, the generalization
ability can be amended by (1) pretraining models using more pa-
rameters on larger corpus, or (2) collecting more relevance labels of
the text ranking task; in contrast to the previous two approaches, in
this study, we aim at addressing the problem from the perspective
of multi-view learning. By taking a deeper look into the existing
text-ranking and document expansion models, we hypothesize that
combining multi-view learning with the text-to-text framework is
a possible direction toward better contextualized representation for
text ranking. Mainly developed by the computer vision community,
multi-view learning is a framework that seeks to learn better object
representations via representation alignment and representation
fusion [11]. For example, an object’s representation is more com-
prehensive when we train models to unify different views in 3D
object recognition [25] or multi-modal representation learning [15].
Inspired by these works, we conjecture that the concept of relevant
pairs can be represented from two different views: (1) a text-ranking
objective; (2) a text-generation objective. In addition, the text-to-
text framework is by nature matched with the multi-view learning
as it is easy to append different task prefix heads given the same
relevance pair, i.e., a query and a relevant passage.

In sum, as illustrated in Figure 1, we seek to combine the two pop-
ular objectives in IR tasks—passage ranking and text generation—to
explore the opportunity of getting a better contextualized repre-
sentation for text ranking with neither producing extra relevance
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pairs nor pretraining a larger model. In the following sections, we
first review the two popular applications of the text-to-text pre-
trained models developed by the IR community and introduce our
multi-view learning approach: mixed instance sampling from dif-
ferent views. Afterwards, we empirically examine our approach on
the well-known large-scale text-ranking dataset: MS MARCO [2].
Finally, we report our observations from our experiments and com-
ponent analysis, the summary of which is listed as follows.
• The mixing rate for instance sampling plays a vital role.
• The multi-view learning provides a more robust representation
for passage re-ranking when increasing the number of candidates.

• The objective of text generation is complementary to passage
ranking, which is sensitive to the prefix heads and source (target)
placements of text-to-text formulations.

2 METHODOLOGY
In this section, we introduce the proposed multi-view learning
approach with a text-to-text framework for passage ranking. Specif-
ically, our work is built on top of the text-to-text transfer trans-
formers (T5) [22] with a passage ranking model [17] and a query
prediction model [18]. It is worth noting that, although we testify
our ideology with a passage ranking scenario, our approach could
be extended to document ranking with proper modifications.
Passage ranking. The goal of a passage ranking model is to esti-
mate the relevance score given a query 𝑞 and a candidate passage
𝑝 . Following the work of [17], which leverages the pretrained T5
model, we compute the relevance score of each pair (𝑞, 𝑝) with
the softmax normalized probabilities among two predefined to-
kens (true or false) conditioned on (𝑞, 𝑝). Our text-to-text model
that infers the conditional probability is then fine-tuned with the
following negative log likelihood loss:

LRank (𝑞, 𝑝+, 𝑝−) = − log 𝑃 (true |𝑞, 𝑝+) − log 𝑃 (false |𝑞, 𝑝−),
where a training input triplet is composed of a query 𝑞, a relevant
passage 𝑝+, and a non-relevant passage 𝑝−.
Text generation.Query prediction is a typical text generation task
that produces texts (query) conditioned on input texts (passage);
we here term it as a passage-to-query task (P2Q, hereafter). The
previous work in [18] fine-tunes the T5 model on labelled passage-
query pairs to obtain a P2Q model, by which one can enhance
the effectiveness of passage ranking by document expansion using
predicted queries [20] or data augmentation using the inferred
relevance (or so-called weakly supervised) pairs on the unlabelled
data [13]. Our objective for training a typical P2Q model is:

LP2Q (𝑞, 𝑝) = −
|𝑞 |∑︁
𝑡=1

log 𝑃 (𝑞 (𝑡 :𝑡 ) |𝑞 (1:𝑡−1) , 𝑝),

where |𝑞 | denotes the length of query𝑞 and𝑞 ( 𝑗 :𝑘) represents the sub-
query extracted from 𝑞 beginning at the 𝑗-th word and extending
to the 𝑘-th word.
Multi-view learning. Inspired by the multi-view learning [15, 26],
in this paper, we build a unified approach based on the T5 model
that simultaneously considers two views, a primary Rank view and
a auxiliary P2Q view, for the task of passage ranking. To be more
specific, different from previous two-step approaches that append
the predicted queries to the document to enhance the effectiveness

of passage ranking (e.g.,[20]), we propose to jointly train a shared
representation based on the concept of the model-level fusion [6]
in the multi-view learning. In this paper, we hypothesize that the
shared representation has better generalization abilitywhenwe fuse
the objectives of the tasks of passage ranking and text generation,
for which the objective is defined as

Lmulti-view = (1 − 𝑋 ) × LRank (𝑞, 𝑝+, 𝑝−) + 𝑋 × LP2Q (𝑞, 𝑝),

where 𝑋 ∼ Bernoulli(𝜂)1 and 𝜂 is a predefined parameter termed
as the “mixing rate” hereafter. Note that in the sense of the numbers
of training examples from the two views, the mixing rate 𝜂 equals
to the proportion of the examples of text generation view to the
total number of examples from the two views.

3 EMPIRICAL EVALUATION
3.1 MS MARCO Passage Ranking
We validate our method on the MSMARCO passage ranking dataset
(MARCO, henceforth) [2] which contains 8.8M passages. The mod-
els are trained on two types of data: (1) triples.train.small is
the official training triples composed of queries 𝑞, positive passages
𝑝+, and negative passages 𝑝−; (2) qrels.train contains the rele-
vant query–passage pairs with their ids (𝑞∗, 𝑝∗), respectively. The
former one, (1), is used for passage ranking training, while the latter
one, (2) is used for text generation training and component analysis.

For evaluation, we use the sparsely judged MARCO query set of
6,980 queries as our development set (abbreviated as Dev hereafter)
to select hyperparameters and conduct component analysis. To
verify the generalization capability of our method, we report our
final results with a larger testing set. We take the rest of the full
sparsely judged MARCO query set of 51,836 queries (abbreviated
as Dev-Rest) for testing. The evaluation metric is MRR@10, which
is aligned with the official leaderboard.
Two-stage passage ranking.Weuse a standard two-stage passage
ranking pipeline to facilitate the passage ranking tasks in the fol-
lowing experiments. For the first-stage passage filtering model, we
adopt BM25with a fixed hyperparameter set to (𝑘1 = 0.82, 𝑏 = 0.68).
Then, we feed the queries together with their filtered passage can-
didates into the second-stage passage re-ranking model to produce
the final ranking list.
Text-to-text backbones. Following the work of [17], we adopt the
same process to prepare training data and fine-tune the T5 model
for passage re-ranking using the checkpoints of three sizes: T5-base,
T5-large, and T5-3B.2 In addition, given a query-passage pair, we
adopt the logit trick proposed by [17] to inference relevance scores,
which are softmax normalized probabilities among two predefined
tokens (case sensitive): true and false. As for the text generation
task, we follow [20] to prepare our formulations of different views;
we then apply the vanilla teacher forcing to supervise the T5 model
for text generation. Figure 1 illustrates our text-to-text formulations
for different views (left half and right half).
Multi-view learning. We jointly train the T5 models with the
passage ranking task (Rank view) and the text generation task
1We here adopt the multinomial sampling method provided in https://github.com/
google-research/text-to-text-transfer-transformer.
2We align our hyperparameters with the ones in [17], where we adopt adafactor with
constant learning rate = 10−3 , batch size = 128 and train our T5 models for 100K steps.

https://github.com/google-research/text-to-text-transfer-transformer
https://github.com/google-research/text-to-text-transfer-transformer


# Condition Model # Param (M) Dev Dev-Rest

Baselines
BM25 - 0.187 0.191
Best non-BERT [8] - 0.290 -
BM25 + BERT-large [19] 340 0.372 -

1
Single-view

BM25 +T5-base 220 0.384 0.380
2 BM25 +T5-large 770 0.395 0.390
3 BM25 +T5-3B 2,800 0.398 0.395

4
Multi-view

BM25 +T5-base 220 0.385 0.3821

5 BM25 +T5-large 770 0.4012 0.3932

6 BM25 +T5-3B 2,800 0.402 0.396

Table 1: Comparison on overall ranking effectiveness
(MRR@10). The scores are in boldface if they are signifi-
cantly better than the compared condition (see the super-
script) under a paired 𝑡-test with 𝑝 ≤ 0.05.

(P2Q view) with the standard example-proportional mixing tech-
nique [22]. In our study, we observe that the mixing rate plays a
vital role in our multi-view learning framework, which is similar to
the findings in the earlier work of multi-task learning [1]. Hence,
we first search for the best mixing rate with the performance on
Dev set with T5-large and adopt the best mixing rate 𝜂 = 0.15 to
evaluate the overall performance (see Section 3.3 for more details).
Note that in the following experiments, we use the same mixing
rate for T5-base and T5-3B as searching hyperparameters for them
is infeasible due to our limited computation resources.

3.2 Main Results
In the experiments, for each of T5-base, T5-large, and T5-3B models,
we conduct the fine-tuning ten times with different random seeds.
Afterward, we take Dev as our validation set and select the best fine-
tuned models among the ten models by measuring their ranking
effectiveness (see Section 3.3 for more detail). Furthermore, we test
our model on Dev-Rest to verify the generalization capability of
the proposed multi-view learning framework.
Re-ranking effectiveness.We first attest the overall re-ranking
effectiveness of the multi-view learning, the results of which are
tabulated in Table 1. In the table, we highlight the scores of the
multi-view condition in boldface when it is significantly better than
its single-view counterpart with a paired 𝑡-test (𝑝 ≤ 0.05). The first
observation is that the multi-view re-ranking model has generally
better ranking effectiveness; specifically, the MRR@10 scores on
the Dev set are increased by 0.001 (T5-base), 0.006 (T5-large), and
0.004 (T5-3B), respectively. Particularly, it is worth noting that the
T5-large (condition 5) is on par with T5-3B (condition 3) in terms
of ranking effectiveness, but with much fewer parameters. More-
over, observed from the last column (Dev-Rest) in Table 1, there is
still positive impact brought from the proposed multi-view learn-
ing; among all models, T5-large obtains the greatest performance
improvement in terms of MRR@10.
Re-ranking effectiveness at different depths. To better under-
stand the advantages of the multi-view learning, we design a sweep-
ing depth experiment to testify the ranking robustness regarding
the number of candidates.We conduct the re-ranking task by sweep-
ing the depth of the BM25 retrieved list; we can therefore validate
the marginal effect of noises in different degrees by cutting off the
retrieved list with 𝐾 candidates based on BM25 scores. Specifically,
we define: Improvement = MRR@10multi−MRR@10single

MRR@10single and evaluate

T5-large as the re-ranking model on Dev and Dev-Rest. Figure 2
illustrates the results for a range of 𝐾 , where the 𝑥-axis indicates
the number of candidates 𝐾 , and the 𝑦-axis represents the improve-
ments defined above.

Overall, the proposed multi-view learning improves the ranking
effectiveness within the depth of 1000. Additionally, we observe that
the improvement gradually increases when the depth is swept from
10 to 1000. Although the ranking robustness against the noisy envi-
ronment is decreased when we generalize it from Dev to Dev-Rest,
there is still observable improvement increasing w.r.t. 𝐾 . This ob-
servation implies that the multi-view learning helps the re-ranking
models to discriminate the relevant passage in the more noisy en-
vironment (larger 𝐾 ).
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Figure 2: Improvement of MRR@10 with top-𝐾 candidates
based on the BM25. The re-rankingmodel is T5-large (multi-
view versus single-view).
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large models. We report the MRR@10 on Dev, including the
mean values and corresponding 95% confidence interval of
the ten models and mark the highest value with crosses.

3.3 Impact of Mixing Rates
From the experiments, we observe that the mixing proportion of
the passage ranking task (Rank view) and the text generation task
(P2Q view) has a notable impact on the effectiveness of our passage
re-ranking model. To investigate the impact in depth, we fix other
hyperparameters and conduct experiments with various 𝜂. Recall
that the mixing rate (𝜂) is equal to the proportion of the examples
of text generation view to the total number of examples; for ex-
ample, 𝜂 = 0.15 denotes that our total training examples comprise



View Source Target

Rank [17] Query: <𝑞> Document: <𝑝+> Relevant: true
Query: <𝑞> Document: <𝑝−> Relevant: false

Rank (swap) Relevant: Query: <𝑞> Document: <𝑝+> true
Relevant: Query: <𝑞> Document: <𝑝−> false

P2Q Document: <𝑝∗> Translate Document to Query: <𝑞∗>

P2Q (swap) Translate Document to Query: Document: <𝑝∗> <𝑞∗>

Q2P Query: <𝑞∗> Translate Query to Document: <𝑝∗>

Rank∗ Query: <𝑞∗> Document: <𝑝∗> Relevant: true

Table 2: Text-to-text formulations for View-1 and View-2.
We put the query text 𝑞 and passage text 𝑝 ( ·) retrieved from
our training data in the placeholders <·> of these formula-
tions. Note that our formulations are case-sensitive.

15% P2Q and 85% Rank views. Considering the randomness in
the fine-tuning process, we conduct ten experiments for each 𝜂
and report the mean and the 95% confidence interval of MRR@10
measured in the Dev set. Due to the limitation of our computation
resources, we here conduct the experiments on T5-base and T5-
large models only. Figure 3 illustrates the results for the mixing rate
𝜂 = {0, 0.05, 0.15, 0.25}, where the crosses denote the best scores
among the ten models.

The first observation from Figure 3 is that the ranking effective-
ness on T5-large follows a hump-shaped pattern, with a peak of
𝜂 = 0.15. Second, there is no explicit improvement on T5-base as the
improvements from 𝜂 = 0 ∼ 0.15 are mostly within the range of the
95% confidence interval at 𝜂 = 0. With the above results, we conjec-
ture that the multi-view learning is limited by the model capacity
since training a smaller model on more data is often outperformed
by training a larger model for fewer steps [22].

4 COMPONENT ANALYSIS
In this section, we conduct detailed experiments to dissect the pro-
posed text-to-text multi-view learning strategy. Starting by the
single-view learning as our baseline, we investigate the research
questions from two major perspectives: template and prefix, and
dive into their view variants in terms of the text-to-text formu-
lations in Table 2. In the following experiments, we adopt T5-
large as our primary subject and conduct five fine-tuning processes
(𝜂 = 0.15) for each view combination.3 The results are reported
in Table 3, where the means (± standard deviation) of MRR@10
measured in the Dev set are tabulated.
Template impact. First, we study the impact on the differences
of the text-to-text templates by changing the formulations of the
second view (View-2) while fixing the first view (View-1) as Rank,
shown in the second group (Condition: Template) of Table 3. As
shown in Table 2, we take queries and passages from qrels.train
to construct the data for View-2, so we can dissect the impact from
different text-to-text formulations while keeping as many factors
fixed as possible. In sum, we have two observations as follows:
• Formulation matters. Comparing the entries of the single-view
baseline and multi-view with Rank∗ as View-2, we observe that
the multi-view learning deteriorates the ranking effectiveness

3Note that the reason for only conducting five experiments for each view combination
is that we observe that the score variations here are relatively small compared to the
mixing rate experiments in Section 3.3.

Condition View-1 View-2 (𝜂 = 0.15) MRR@10

Baseline Rank - 0.393 (±0.001)

Template
Rank Rank∗ 0.391 (±0.001)
Rank P2Q 0.399 (±0.001)
Rank Q2P 0.394 (±0.002)

Prefix
Rank P2Q (swap) 0.399 (±0.001)
Rank (swap) P2Q 0.394 (±0.001)
Rank (swap) P2Q (swap) 0.395 (±0.001)

Table 3: Component analysis of ranking effectiveness with
different text-to-text formulations.

from 0.393 to 0.391. On the other hand, given the same amount
of training data, the text generation views (P2Q and Q2P) out-
perform the baseline by 0.399 and 0.394.

• Source (target) placement matters. Given the same text genera-
tion formulation, the source (target) placements of queries and
passages also affect the ranking effectiveness. The score of P2Q
(0.399) is higher than its counterpart, a reverse source-target
placement, Q2P (0.394). We hypothesize that the difference is
from the asymmetric properties of task difficulties since Q2P
requires T5 to infer longer texts of passages from shorter texts
of queries.

Prefix dependency. Task-specific prefix heads play a vital role in
the text-to-text framework by nature [22–24]. In this ablation study,
we explore the impact of prefix heads’ position dependencies from
the source side. To be more specific, we move the Rank view’s head
Relevant: from the end to the beginning of a sentence, and do the
same movement for the head of P2Q, Translate Document. . . ,
which are abbreviated as Rank (swap) and P2Q (swap) in Table 2.
In Table 3, we observe that the positional adjustments only matter
on the Rank view.

The difference between Rank and P2Q is that Rank requires T5 to
generate a fix-length target for every sentence, while P2Q requires
T5 to generate target queries in different lengths. Hence, the source
position dependency may be more important for Rank, as the P2Q
relies on both the source and the target.

5 CONCLUSION
We introduce the idea of multi-view learning into the existing text-
to-text passage re-ranking model. Through the proposed text-to-
text multi-view framework, we fuse the text-generation objective
with the text-ranking objective by the instance mixing approach.
In our empirical study, we observe that the text generation view
is beneficial in advancing re-ranking effectiveness. Moreover, the
results suggest that the most important factor is the mixing rate for
sampling instances from different views. Furthermore, we verify
the multi-view model’s re-ranking robustness via increasing its
re-ranking depth.

Even though the connections between different views are still am-
biguous, we consider multi-view learning as a flexible framework to
achieve a better generalized representation with simple extensions.
For future work, possible directions include: (1) incorporating query
prediction given non-relevant pairs; (2) fusing graded relevance
scores of the existing term-matching models such as BM25. Finally,
we also consider exploring the connections underlying different
views and how do they contribute to ranking robustness.
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